Subject Code: MDS 6304

Subject Name: Deep Learning Principles and Applications

Segment 4: Deep Neural Network

1. The number of hidden layers in a 5-layer neural network is
2. 6
3. 5
4. 4
5. 3

Correct Answer:

1. What does ![](data:image/gif;base64,R0lGODlhFgAXALMAAP///wAAAGZmZhAQEKqqqszMzJiYmIiIiLq6ukRERNzc3FRUVO7u7iIiIjIyMnZ2diH5BAEAAAAALAAAAAAWABcAAASNEMhJj1CAICKYcVQoHdMgLSQpVhMGOAWgriOlHOpM6wzSybSJTiJIAINHghFgaByDKoRK8HjuJoZs1boaspBeIUUwIAAKMYuL8sEeEAkcUrQ2zGkKM5GguMwRMRMLAQN2SHxihnMEBwsGcBgPBwZbKwxmDA0NCBIuD4p3IQZLoWdLSqWdhgKgoQQGcjQRADs=) represent in a 6-layer deep neural network (layer indexing starts from 0 and node indexing starts from 1)?
2. The raw score calculated by the 3rd neuron in hidden layer 5
3. The raw score calculated by the 5th neuron in hidden layer 3
4. The raw score calculated by the 5th neuron in hidden layer 2
5. The raw score calculated by the 4th neuron in hidden layer 5

Correct Answer:

1. In a 3-layer neural network with ![](data:image/gif;base64,R0lGODlhxwAUALMAAP///wAAAKqqqoiIiJiYmO7u7lRUVMzMzNzc3Lq6uhAQEERERCIiImZmZnZ2djIyMiH5BAEAAAAALAAAAADHABQAAAT+EMhJ5WgInCEGIE8ljmRpnuSVFcIigWgsz4AKCITTfCHtxx6J60Oo/Y7IUfAm6BmT0FMQETQ4nlFoMGGQHFzLrBgVRjjDY3Hw0COA08jgxavAwu+U8hmvFjmuaHxSEjoSCHWBUQkPBxUJAzkJWhRmE4lJAg4DDgKTFAUMBXZZBAQDBpcicjsaiGlUBwGNE2wTDxlxlHtjCZIWnbkUBrOpPw5FEgHFlhJczW93shQLwDWsR3rMYwaiEgXXP2EDjRnLNA5DAApdZLYvReY/0hPzAAl1wYYM2mIG7DfIsE3oZWHUmAIBkHUgUKDUMH4bMhWMNktDAFwWu41Y2JDAw4n+9hwoIFAuTSwGva6Y4Oiw4pQAMAMA4jOgB4IEB0ZKaMFPFYkG/oIKtWKiXoKLtJCOuJlTYbpUl4AOFapSxKEATkgw1XnjaYlUUqf6q1qBQINrnQjss/APKp56sTAexVgh7doabb+m+fYoAAO6dT/cPdWzQrwfbjQ2qIrKEgYRMChOQFBPQACNIxZPaGzhcdmsURZ0K/Dg7k/GS2x8FrTAiQJfAJQKKloxNmwB+Eq8pgd4tqF/yTCL2J2st28AHwE0uAyA8oQm9pKEFUtWRD0ACwISLuF8ZwjYP6ZPrd48nRAT3W98hyJ+aHXK1QwEeOFEc8DjFQKAT5Du1m/hkSlid8V9+CW3wX+rSWAffhQ4MJoCcgR0ACfCHVeAA/I94EBFHWQCW1OGSUghg3lowgEtXFkiogAVHrfJKdWQyEeMMkJBY4045kjBjTrSwGOPQB73Y5AnDEnkkXAYiaQISi4pQQQAOw==), the shape of the matrix ![](data:image/gif;base64,R0lGODlhIwAQALMAAP///wAAAIiIiDIyMiIiIu7u7nZ2dpiYmFRUVERERLq6utzc3BAQEMzMzGZmZqqqqiH5BAEAAAAALAAAAAAjABAAAASrEMhJq5XCLVBeksdwjaQwPY+IkWxlTosKmMIQBMRQFANxDwaQjYBYwWQvgO8zUdw2FNmMEpskBbcChREIThpFKxU5KdwO5RuD4lBQkoCqUZIIyA6Om1sincIIYidPfEoBYQpegQCIDAcbcABcQQtFWAESCFCKFpB5awZuZgFofX4XkA16MnUDB2guGhYhFj4EiQ83BFotLZaaADdhvCxmfXkPw7wJr19ryRURADs=) is
2. 8 x 11
3. 11 x 8
4. 10 x 8
5. 8 x 10

Correct Answer:

1. When running a batch of size 32 through an L-layer deep neural network, where each sample could possibly belong to one of 3 output categories, the shape of the raw scores matrix ![](data:image/gif;base64,R0lGODlhHAAQALMAAP///wAAAJiYmCIiIjIyMhAQELq6uoiIiGZmZu7u7kRERHZ2dszMzNzc3KqqqlRUVCH5BAEAAAAALAAAAAAcABAAAASREMhJ50FNJlREBgJRjVa1INVBkiqlOCkYzANBFLMhtVPwlYcAIjEZBEQ7CqMwUh0UlMWMUZoIHhSiaiGYNGYLCg/w4B20AANRQggMYkUqYJMUT+GJoECwKMAAY19CTStiLgFMGh9jKzwCORMOLRc/IyEaM1gTXIWFD4hrEn6dJA4zfwANbTqkFW1uAwM4d60UEQA7) is
2. 3 x 32
3. 32 x 3
4. 32 x 32
5. 3 x 3

Correct Answer:

1. A 2-layer neural network with 5 neurons in each layer has a total of \_\_ parameters (i.e. weights and biases).
2. 59
3. 60
4. 61
5. 62

Correct Answer:

1. Which one of the following is the correct categorical cross-entropy loss expression for a sample with correct one-hot encoded output label vector ![](data:image/gif;base64,R0lGODlhCwAMALMAAP///wAAAIiIiCIiIhAQEHZ2drq6uu7u7jIyMlRUVJiYmNzc3ERERKqqqmZmZszMzCH5BAEAAAAALAAAAAALAAwAAAQ6UIxACgAlDANOCMcFICKQBMKlpOJCXWQJMEFjWLKhMaEMTAnfpRFYCAELhmzhCDk4pYzhEVwyHA5hBAA7) when using a 5-layer neural network?
2. ![](data:image/gif;base64,R0lGODlhgAAoALMAAP///wAAALq6ukRERJiYmBAQENzc3FRUVO7u7mZmZqqqqiIiInZ2djIyMoiIiMzMzCH5BAEAAAAALAAAAACAACgAAAT+EMhJq704a+CSAYlieESznWiqokUQFHAsw27tCqszHS8h6augcHghuAYoA4EXQKqAAB8FSqxaUQOXFIVIBD4pKMNBYPyu6PQF0fquFInnBMzwUdUWxB21DwpcC0EMCGEWBEh7D1lgaAdDXVcMLnF4UxKKEgqIGG5oDjhDCltEDS4KlRNAShIJdpyMViZVslVsLrBqUKIOQH0AnVaiVgynwS60eL4cr0GEFQO4fo5XXgFmVbwKD2DKvsAKZJ8UYw5jCtcTBRUPcBPtGupoCzdEA1IHsh3RJcwc6K0SGFw70CfQBASnCjyQMECZhABpDLgo4GzFoR3ohLhBEKCiRAn+C4o5QCbBADIcDyBKUAgAQcMLFAUMmEmz5qgMRgJMW1FgSwFQQ9woUDkhAA6CAXdOeEASAINpKXcApbCg4hUexVRIBBNVgkuHFoQSfYhDwAIDJq16NUgVlAMnAOJZkIumQcYUXTkgAXVg6gk3EiumJKRDgV8KdFt2ZAgEQSABBBamU3NAKU+vdqOsDNJJ4IQEQBhIztBArUqJkuEIMOAgqwG4VkZWERBCWytCjgFAHo3hgZe+EgiQITanRoEBh1tXKFOGaIIGhwncDFUVFQDVrLNacfkBgQEFBXAZsJyKEoAFirQDGKBWyIPw1kFAr0SmQggL7CfMjwsmNxwDko20d4UBP8V3Xnp4YEJBA9GMsAMrWzxgRhdQJNBeEAtMt8FdGfjnAW9WSChdGdFIIEAx0im3QWRXDMDhiuZtIGFLoBm4QYk3UgPbCV0YZeOPQKbSVB4GQJbFC0EmaeAfNjTpZJMvKiklNglUaeWVWGZ54ZRcdunll2CGKeaYZJZp5pnbvYTmmkIAx+abKSQG55x5PMYinXhmksBqKuZJ53OH+QknegOoJyibHgJ4KJwzUrhofBEAADs=)
3. ![](data:image/gif;base64,R0lGODlhhgArALMAAP///wAAALq6ukRERJiYmBAQENzc3FRUVO7u7mZmZqqqqiIiInZ2djIyMoiIiMzMzCH5BAEAAAAALAAAAACGACsAAAT+EMhJq7046817RoOnIYdonmiqAs2zUkL4znSdHYQNOLnu/ydFo+NIGAAJhcFIGFIax1QhEChYr1grdUsVAH0FL8cxOVR7ZJgTRaDKNgaCOfD+zhzrTRrQm+wnC2IoA1R9HAgJAVF2L2Eeeww8DBJ/EnIqCFOKJgoJjC8CBSJ7UQw5lQAIAQgqAlQLJwysLw+EizQJJY8WBCGoLL8eDFSenxibNguGehK1Egq+Fwx1KA1UCsYXyDSqt8wAcRIJpxcKoiuZVN7Z2zOuJnsKBA5pvw+rLwpUedkA7R2zLDg4twtDsACCVCQKMCnFg04TIG7YpoCHg4SRHERS0LACA37+FOgpeBAl2A4MBZalWNAFBQJsBVwAGGByAjKNE8ZJYNDwgMkE1CYM6HHASZF1TVDW9GCASoGAHrzcmxAzFc1jR1QFbCphAbYdIMsE5fPmQEcUCxjEGMC2bVuVF9oE0BVL11QJBxJS2KSvAkIAPnfStTBgMNU+jlQ0OPvCzNcTgSi9IWiBbwC/XgQsMGCgAdQKB4I2jXLX6tIKaW0sTqFVwtVUsAQQkGnzSNOA91iRUaDXQgKQpR2EEJPXxILTHQ4YNnEZXACZnQQYcPBYAjKeOdMwoK3h94VzCFb3oNyhQHUVeF4QMDUsZ4PeDxIV5yPpcVOnA3pTIi9BQJKR47D+gkBss3XwVz4LfIZeMQAsUMt5HoCQlQHmrAPAOyJENx2EFoxGSwEWivCeBCBKMCAAnRjAHRHLJHGBKit2N6IH5rxgQGIr6KJTM5MgglwFzjwRYkoiODgAhxcA9YIysfAyD5IrPGAKAeuFiMRyGJyYYowWHLfCAIxxQACD/YgQigdSppLAad0oNNYHiehX5gY4+pBUCultgIABshFSxZxsvDmDVym4wsWhiB4aJqAcbPbDnSgUkcCklFZqqaUKMrqBAlguyaWmoGpwpA7YhWoqQFDUAM2prB4iqAgGvNrqrLSO8FqtuOowX668zsBfr8CKcKJsnwZrbAUaUnfsshkX/CYns9AaCSW0xmppRLHU9pqmj9mWGQEAOw==)
4. ![](data:image/gif;base64,R0lGODlhhgArALMAAP///wAAALq6ukRERJiYmBAQENzc3FRUVO7u7mZmZqqqqiIiInZ2djIyMoiIiMzMzCH5BAEAAAAALAAAAACGACsAAAT+EMhJq7046817RoOnIYdonmiqAs2zUkL4znSdHYQNOLnu/ydFo+NIGAAJhcFIGFIax1QhEChYr1grdUsVAH0FL8cxOVR7ZJgTRaDKNgaCOfD+zhzrTRrQm+wnC2IoA1R9HAgJAVF2L2Eeeww8DBJ/EnIqCFOKJgoJjC8CBSJ7UQw5lQAIAQgqAlQLJwysLw+EizQJJY8WBCGoLL8eDFSenxibNguGehK1Egq+Fwx1KA1UCsYXyDSqt8wAcRIJpxcKoiuZVN7Z2zOuJnsKBA5pvw+rLwpUedkA7R2zLDg4twtDsACCVCQKMCnFg04TIG7YpoCHg4SRHERS0LACA37+FBIUwPbARbAdGAosS7GgCwoE2Aq4ADDg5ARkGieMk8Cg4YGTCahNmBeDHiUjvEBKKGDTgwEqBQJ68HJvgsxUNY8dURXwqYQF2HYolXBAqIRFK00sYBBjgNu3b9PyoqIrlq6qZBNS2KSvAkIAP3nWtTBgsAUDYVc06DjDTGK1Yhy8IWiBbwC/XgQsMGCggdQKZTMImCkBRFMLa20sTsFVQtZUsAQQIC1h09OA91iRUaDXQoKxSvzkPbHgdIcDhk1cBhdgZicBBhw89leqY4I0DGhn+F3OAY4YUSh7GEkDzwsCpobpbND7QaIDYuahT/wU6oDelMSnwoZgQaDSsc3+5sFf+SzwmQpFAFLLdB6AsBViBawDwDsePBcdgxc8JaEID0T4AntLRdEfAJ0YoN0YyyRxgSonYvAbfhmY84IBjrygy07NTIKIcRU488SGKnmwwIIiBPWCMrHwMg+GtJhCAHobIpHcirCU2CJqPF4wAGMdEFBMPyaE0sEDOl4H0D9FmvVBIjCCqUGNPzSB4FgUIGCAbIRU4SYbas4AVgqucCHooIJyuWcHm8VJpx4JNOroo5BGeuChGygw5ZFXUqppBgMwmUJPm4baIBQ1QCPqqYf0KYIBqqLq6qsjvAbrrDrAR+utNeiH664ijChbprwGS4GF0glr7HYgHqvsBUMTdrrsswCSaASw0M5KZipmVmtMBAA7)
5. ![](data:image/gif;base64,R0lGODlhhgArALMAAP///wAAALq6ukRERJiYmBAQENzc3FRUVO7u7mZmZqqqqiIiInZ2djIyMoiIiMzMzCH5BAEAAAAALAAAAACGACsAAAT+EMhJq7046817RoOnIYdonmiqAs2zUkL4znSdHYQNOLnu/ydFo+NIGCQ8hYEwpDSOqUIgUKhar9WpdioA+gpdjmPC6BLGY1gTRZjKNsuD22tzrDdpxKKSpizCKANTPR0ICQFQdC9gHmkKAwoKDEgWBCUpCFKIJgoJii8CBSJpbUiTfRMIAQgqAlN7JgysLw+CiTQJl0QSQhICe6gTDcGxU56fGJs2C4RiEg9NAkPEAAxvKQ1TCsgXyjSqt3jCpjsXCqIrmVPh3N4zriZ9BgwEk+UWD6svClN33ADuCmFwgK5RBmoAAak4FMAeigedJkTc4E0BDwcKGThwoFHSBQb+/ihsVPAACsJ7Fgo0U7GACwoE2wq4ADDg5ARlHCck6MHA3oGTCa5RGNDjQJMi7JhgKGDTg4EpBWaJ6JJvgkwAIBBuUiX1qYQF23aEnHBAqAQCbw44RLGgzIC3cOOuxNAmgK5Yl6pKOKCQwiZ+FQJ0+SmBwd0KAw5LUGm1r4kGa1/ICXviD5I3BS38DRC4yy8DBhpItVDWwlMoerHWNNHWBmRM+mjm2SOAwMybR55KzcdqjALHFRKETO0gRBi+rJt6OKBYBGcAT2d2EmDAAWUJynrqTMPgtgbhF9AheN0jc4cC11XYeVGv3nMAwh0/OIQcwJl6lJ9CHQB8h3lfCUT+Mh8BrOgBQG3eZSDYDAosMNoKRUywQC3peQDCEQgYcA47B77XwXTVVWhaQCc8UACHIjQQxokSGNiJAQmKsVKAF6gSYwbxiXDOCwYwIpkEO03wwCSGKIePUE8sNVcGE0LiQVAvMHNCZPadISIt9BBQD4rwNVfjHi/eWMECRmIwAJUbEHDMPyaE4sGQWCWgHDgLmTXCIf2xqYGPPyiVwnobZFibIFToyYadNICVgitbNOpoo2gausECXKrgJwpFJKDpppx22umDknKggJcrTBjqqSc4aYN2qLZaSJI0POLqrByAQIMBiNKq6661rsbrrz7UB+ywM/xH7LEiGIggsswgfpgAddY1Ky2OKk5rLQZNXnktsy4aIea2xMJZJLj/RAAAOw==)

Correct Answer:

1. The gradient flowing backward from the output direction through an activation layer with layer index 3 of a deep neural network is
2. ![](data:image/gif;base64,R0lGODlhPQATALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMkRERBAQECIiIiH5BAEAAAAALAAAAAA9ABMAAAT+EMhJq72YmpMrp0EojqLQnVRhDU+QDFpCDcFA3DiuouixXI3GhaCYGAI7ywHBQzEwgY/lOaGZLLJmh3hBBJgXmxFpUYC1mMbVE8gskoBEYC2Boy0OTEGYyY+zEgo/dxgPGA5SF20Ucmt2YUWCA0wEcAJUFQIBg4cGFJpZBJwZHAYwBFmJCJgUCosUow+eKQGejxdSBgVgiQaGFgWsAAR0fp8uNzxSqFeJAMYUDjCMFdATBWTKFKsSzgyzE5qjBUXhfJkBBBYLLnJUHAQcAn7OB+pVDC4DAw0Ota3lLJyhEA8ANl4ADAhKMMiZgFsnGoDjIUAAgQABnU3QKBHNQ0IpmoRM09jNggBAPBJMbMLAgScqCwJO4LLuHgozhA4EYJDggTAtdDrQiQAAOw==)
3. ![](data:image/gif;base64,R0lGODlhPQAUALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMiIiIhAQEERERCH5BAEAAAAALAAAAAA9ABQAAAT+EMhJq72YmpMrp0EojqLQnVRhDU2QDFpCDcFA3DiuouixXI/HhaCYGAI7ywHBQzEwgY/lOaGZLLJmh3hBBJgXmxFpUYC1mMfVE8gskoBEYC2Boy0OTEGYyY+zEgo/dxgNGA5SF20Ucmt2YUU3Az8EcAJUFQIBg4cGFJpZBJwZHAhFBoYAiQiYFAqLFKMNnikBno8Xq3yJqBcFrQAEdH6fLjc8iQVXiQDEFA4wjBXOEwVkyBOCE8wMtBOaowVF33yZAQQXCQUJDIMfC5QSzAfoVQwuAwMPDrau4xZnKkQBQEMeAAEOGDTYwUwArhMPvDURIOBNP2bbLERE4/AOqgQsAl55wmgwEyAeCSQiW3Sg34J/E7hYWFAPhRlClwocOOBg4x06HYASGkp0QgQAOw==)
4. ![](data:image/gif;base64,R0lGODlhTQAXALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMkRERBAQECIiIiH5BAEAAAAALAAAAABNABcAAAT+EMhJq70463mSAMRCJIbCbGiqTgSyHZMjFTAsDWuuL/g7fQCGywZAJCiBpHKpBOo0JxQRIDjYpoPFZBAYEL5gcOG5GUwzU8OCBEhHAYbA+HJwkTOy1BmQaLQrBQRbAU4UR3cYCn56EgSLCg9/FARzcHIWCnaIFjQqNgs2CThnAgGGhICbGA5aPw0JCQwFTkQKtj17AZpxhxIKraoVqBMJAYIADg4GEnscFg8Kp06VGQPRvwMulBilyxNG3gXGzGgWDFOlhyFScDgj5BcIphYCBCYB0W0emG8TDT0TxC2jVk6CgQJ2mhWZN2HBAwYKBBTLp+NfhXRfGDXaJ4leAG+FVAJEkjCRzDlOlzRKQBBFYRwn8kYaaICPDDSPxygsCAArQEsQMATkUYgMGABFDMzMfEAwha54FwjAEJcQzq8ErYg2IIqoVA4B9WrCs0B0W7AKjnSU8oMLA9c8ZwPmVMFAWRAJCyiy0GvBWlyDI1cc8JngoapFcbP8JQMqrpHFd1qcBQggAgA7)
5. ![](data:image/gif;base64,R0lGODlhPQAUALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMiIiIhAQEERERCH5BAEAAAAALAAAAAA9ABQAAAT+EMhJq72YmpMrp0EojqLQnVRhDU2QDFpCDcFA3DiuouixXI/HhaCYGAI7ywHBQzEwgY/lOaGZLLJmh3hBBJgXmxFpUYC1mMfVE8gskoBEYC2Boy0OTEGYyY+zEgo/dxgNGA5SF20Ucmt2YUWCA0wEcAJUFQIBg4cGFJpZBJwZHAYwBFmJCJgUCosUow2eKQGejxdSBgVgiQaGFgWsAAR0fp8uNzxSqFeJAMYUDjCMFdATBWTKFKsSzgyzE5qjBUXhfJkBBBcJBQkMgxwEHAJ+zgfqVQwuAwMPDrWtylk4UyEKABrdABgQlABeplsnHoBrIkDAG4DOJmSUiEYAxAwvvhIIcOUpY8JMgHgkmKhs0QGACwRO4GJhAT4UZghdKnDggAOOd+h0EEqoqNEJEQAAOw==)

Correct Answer:

1. The local gradient of an activation layer with layer index 3 of a deep neural network is
2. ![](data:image/gif;base64,R0lGODlhTQAXALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMiIiIhAQEERERCH5BAEAAAAALAAAAABNABcAAAT+EMhJq70463mSAMRCJIbCbGiqTgSyHZMjFTAsDWuuL/g7fQCGywZAJCiBpHKpBOo0JxQRIDjYpoPFZBAYEL5gcOG5GUwzU8OCBEhHAYbA+HJwkTOy1BmQeLQrBQRbAU4UR3cYCn56EgSLCg1/FARzcHIWCnaIFjQqNgs2CThnAgGGhICbGA5aSA4PfUkGkgAKtj17AZpxhxIKraoVqEizAA0BChJ7HBYNyRMJwwCVGQPJvwMulBilxRIGiwWXymgWDFOlhyFScDgj5BcIphWzCgGRHB6YbxMPPRPiZlEr962AnWVF5lWQh4pAIRX+KqT7wqiRPloSA3ibcEwQgAeGD1Oc4zSO3QQEURDGeSjukLyNKpxZKOWxQoICCRi0gkEAhoA8CAGworAgyYMCDJKQ0RUPQwAYXMiVWLMzw4OgiErpECBgQUCMFIJuC1bBUQ4DDTzYm4UQax6yAGvqmXdAI4AFzyblvWAN7jd8KwQwoHHgFcwci+Bm8UsGFFwjjO+0IPsPQAQAOw==)
3. ![](data:image/gif;base64,R0lGODlhTQAXALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMkRERBAQECIiIiH5BAEAAAAALAAAAABNABcAAAT+EMhJq70463mSAMRCJIbCbGiqTgSyHZMjFTAsDWuuL/g7fQCGywZAJCiBpHKpBOo0JxQRIDjYpoPFZBAYEL5gcOG5GUwzU8OCBEhHAYbA+HJwkTOy1BmQaLQrBQRbAU4UR3cYCn56EgSLCg9/FARzcHIWCnaIFjQqNgs2CThnAgGGhICbGA5aPw0JCQwFTkQKtj17AZpxhxIKraoVqBMJAYIADg4GEnscFg8Kp06VGQPRX1kg1BSlyxNG3gXGzGgWDFOlhyFSRdEGkZIWCKYWAgQmAdFtHphvEw09Johbtg3DFASLmhWhN2HBAwYKBBTTpwNghXRfGAkEorDbjwCE8PjkI3OO0yWNAH45uxDHyTx4BhqMfAKt3rgKCwLAChDlk5ZjCpEBS9mAgZmYDwqi0HVB0yQY4uzAEOCAQVJyGBoERVQqhwB7M+NVCEopmAVHOkr5wWVQQx6zAo+tYKAsiIQFFFnktWANroR3Og7wTPBQ1SK42fw+AQXXiOI7LcwGBBABADs=)
4. ![](data:image/gif;base64,R0lGODlhTQAXALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMkRERBAQECIiIiH5BAEAAAAALAAAAABNABcAAAT+EMhJq70463mSAMRCJIbCbGiqTgSyHZMjFTAsDWuuL/g7fQCGywZAJCiBpHKpBOo0JxQRIDjYpoPFZBAYEL5gcOG5GUwzU8OCBEhHAYbA+HJwkTOy1BmQaLQrBQRbAU4UR3cYCn56EgSLCg9/FARzcHIWCnaIFjQqNgs2CThnAgGGhICbGA5aPw0JCQwFTkQKtj17AZpxhxIKraoVqBMJAYIADg4GEnscFg8Kp06VGQPRvwMulBilyxNG3gXGzGgWDFOlhyFScDgj5BcIphYCBCYB0W0emG8TDT0TxC2jVk6CgQJ2mhWZN2HBAwYKBBTLp+NfhXRfGDXaJ4leAG+FVAJEkjCRzDlOlzRKQBBFYRwn8kYaaICPDDSPxygsCAArQEsQMATkUYgMGABFDMzMfEAwha54FwjAEJcQzq8ErYg2IIqoVA4B9WrCs0B0W7AKjnSU8oMLA9c8ZwPmVMFAWRAJCyiy0GvBWlyDI1cc8JngoapFcbP8JQMqrpHFd1qcBQggAgA7)
5. ![](data:image/gif;base64,R0lGODlhTQAXALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMiIiIhAQEERERCH5BAEAAAAALAAAAABNABcAAAT+EMhJq70463mSAIQyJIDCbGiqTgSyHZIAA8UAzIC97vuiazPEqfS4TRCkSWDJbDI/vM3wZRnYcLnFZBAYEL5gcCG6GWAzZ0PDYJwYpobA+HJwkTMO1blg3xO2AVAVSXcXCkUpWHUAH2cEcwBxkBMKdoUWBWdoEwtaRmcCARQJgRWTlxQOnkoODwkPS2wzoUxXFgGWcYQlq6gUpb9sAA0BChKaHBYNxhOkgqcXA8YKPi6PGKHCEgaIBXLJGJoMWKFJBL3hkTYEScgACKIVbAoBDRQdgpRTEw8/Et5soNFxw+cYBngX4JUikE9FvwrlviRi4cHghWzKAvwB8KBhinGCmL5NPDLEXZyG3pLA07ZimYVQGwcVSMDAEwwCMATkaXNBFYUFSx4UYLCEDK6EGALA4GLQALUENjM8cHcpFA8BAhYA5FmB6jVfFQggUqHGAz1Z6fCANRUzUbwDAdgsYEYhhAZpa7fZ2yGAQaYDrVjyGAt2ALq8KhZQ5YEE8Z0WhSlEAAA7)

Correct Answer:

1. The local gradient of an activation layer (ReLU) with layer index 3 of a deep neural network with ![](data:image/gif;base64,R0lGODlhYwBYAMQAAP///wAAABAQEERERGZmZu7u7iIiIpiYmFRUVMzMzNzc3Kqqqrq6ujIyMoiIiHZ2dr+/v2VlZd/f3wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAABjAFgAAAX+ICCOZGmeaJoGbKu+r9GyCWzfeHAwPIP/gESPEagBj8cicilSMp8qJ/QnnVqbRiijkY12r9MqUuFIiFFnMDONZJfcaiCc+kXX4+173jbH8/VJgCR9fi+Ef4iFa4AMA46PkAdvgiOHiieWhpRYl0uZXomdcps3AT4wn6IAqSUFDwgBDQ+UrJ21i6qjuZWku5y+t4rBe76hucN+yLrFqL1gynHQOc670qXUx9hh2qK3W18MDgcPp5PMzWNlVQkNIw0KJtZXwVUDCyMOBPHctvy//wwE7Dun6YkUM/BEmClgjuAKf6uyEEkYJADFfyfywVvAYAGBAgfaFQoAwWAWhCP+Jr4pmcLBCIEAELh0ORIcpJsDJA3KokDKggAMd6qgCSAhFwBE8dDrYmrEAphCW5IgQzNpNIj1dCJFMFDqiAIMPiIVhrUcgEbuLmI0YRUAgQFjayJxBUtWlgUOFpDDJIjmArgADhiImwwiMRQ0w4kg8ICwUsOBho44QLmx46vFlAQQMOAtC4Zt8ZHNXAOoCBk6Q4tQ7RaB69ewLYMClqAAYFhcVxNQG1iknwgSigEHwPBAgMEO13YzYsYigAW8q0FeJuMegAHRbxCAzR2B7IekYwbQVzHoOXnNiAQYgKABi+SHvpUIN87s7ORdVZAx04VdWmP48TINCfbgQ15BATbtZIwUAQGYoCUHOaeQaQgmKOA1KUlYUXZRWSjCAeahMyFFKr0AoocXhtLTXRTe5yGETJXzlIMBwkigVg7kVuGLzjSVEmAAvEMjfn3QFcssTuW115DwTUcHisr1A2VE4UGJ3o4WXulilk4OaGWXGH5ZJYpagicmbVPeksB3YZLpjwEHeunmEgcgEGebPCKRQAIE3MmkQ6xI0mdkZ/6g06DLzPnDnov5KaKiOGiF6JOF2nAAYw88YIBdlEJ6RGeEegoEqInmecSaAgjwAId8pQnmnwSVaYerY5oqXZoH7MmoH7oKIasnMwRQiAwzJBACADs=) is
2. ![](data:image/gif;base64,R0lGODlhYABYAMQAAP///wAAAJiYmLq6uszMzL+/v+7u7mVlZd/f3zIyMtzc3IiIiHZ2dlRUVERERKqqqmZmZhAQECIiIgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAABgAFgAAAX+IBCMJGCeaKqubOu+MCqRIyEKQz7EfO//K4JuELAVgcikMnY8Lp9QZdOmGiSoyMFCwNgBtVzvD9xdTVOKBcEJJCROCcXPDZf76Ka46mzG/hwPJwsQf4Emg4WChCl8e34+bAMRP5GTkFiSjiKPJ2x3AXYAawY9a6GjpaAnqCiNjJwxRKeqPLKrtLG4pq+bLJ6pobY8uybCMcQAxiaurbAwCmwPAaQ80FjS1DHWJ9i8v53OMAFiD5Y949zmPOgm5Zrfy+EvDgKCDX/1h/c+9Pbvzuy+OKgzZmCeULUMAtDj7ZEBBg0CJGAgr8WDBQ/KALmYUYwPjhobRhlJkomRiiX+Uz5hprJlFJYuYyaBKbPmuZM2cwKhqbPnP59AXfAM6nMoUZ0syXj0oTTLlpBMny6N1wsFnoUIh705OGcr1q4ERaIApAgI2UOLepwFgIifIbZpwVWVW0zdOkx2xeGltFesCWSshumaBuxWNhiACTebm2xw1hfGkMGIjGuyY28FrOJShnhz5RfIOLsI/TlAZk/b2imuFm31s9aHX6QG0G3xr4DuKJHL+wI3b6G7f47Nx3YfP+ILjPPopw+fP7/FFDJkKv0x5OoFw9rmBHIqj+5IwG/ECFUuvKNFcaJHb3S9zPbuXcKPr/LIAQT0g95nnD/n/P4j/QcgFAIOuERSUiX+0VQWVyiYoHCreDVdKRJa50Iaa6AURIUQmrBWW26VhcR587wFonmPVLJTXyuOyCKKms0SG2iDzWhSGzVCR5mFLOzo4heXLSbAYaTxGIRnRrZAYgtFpjAkY7PVxto1rt0ERJRVMuPbTsH9yGU6HQLAXHFmIafcJUiMmVyYA2CXHVcjejeZm9upIN54HQHxUEQTaZjCnXUaaFOBgv64ZKEvqYeofIouWl+jjpZEaKQ3HkqpoX5eaqWlmqL5zYJfPDiGqGM02Ad/V02olXarwtkDhucx82Fcy5lIKwyzzgQQpCrydUImaNalqy+NJmYjkzkKJqOXHfrYg7O5zJIksdRmetJkYcV8NhqSzEKH5bEsfPsqbN0G2kmXkKC7jrrBhqnmmTG861xz5cKIQpusJpTvnPuuWy135MkJA6A9EBzDnhJRFGanB0LKsBQOP4ypxAQaIQABGGcqccZCNEFDABTzMAMNBIQAADs=)
3. ![](data:image/gif;base64,R0lGODlhYABYAMQAAP///wAAAJiYmLq6uszMzL+/v+7u7mVlZd/f34iIiHZ2djIyMtzc3ERERKqqqmZmZhAQEFRUVCIiIgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAABgAFgAAAX+IBCMJGCeaKqubOu+MCqRIyEKQz7EfO//K4JuELAVgcikMnY8Lp9QZdOWGiQEih3SitX+uNntNayapgiL04IBRKvZPrdp/ZMD6CkzquE4JR5AfH6APoImfz+GAIh5RlQnTgADEECRkz+WlD6ZZY4oBAFwAKAGcaEnpD2goqk8q6gBpSh6JkSspz22sKIwuiavPL6juJCeuyfCMcCSxDDLyS/PzSLGJgyRDrE+14/ZsjHcJ9494Sbjs9UmAV4Ompvs7jzr4vFM8J3UKQ0CfhGB/If8FQK4SGCPff3wRarV4A2QAQ3n8IoB0aGPihIVPhKXwAEZIA46fvQR0qMXkiL+TxbLF6WlSxi0XsqcmW8hzZtQYuLcmUQnz589fAId6kIo0aONWCJdqpGpU3RKnzL1CUblxQUbL46xSnHrCp128GxLACqrqzQZ46C9M7FmVkWMkNjkAZfQwT6H7K60yamnWSaPLm0KXM/tJ2KtKv2Nhlibq8bf1KUTtgzTYheUp2FuPLFJgcOioAW93EJa29LEoAX4vLAcgHOKgbiGDWO2471Z55krPFruvXf0mu4hmMBg7H8JByaHahMjWylce0V8fnG6WNwqSo7sYUBBhAALFJBmoT36i/Jf00lFanT9z/bud8KPf3M+/ZlHDiC4f1R/VP482QdgSwIOmJN6BtL+RJVXYnSRxABYPchgUjaFdVo0a10HDllzKZNhWzrVFQhei+g1GBIiUpgbYcdJwhtgcrGoImiwROYMZDG2gSNzG2V2IQs+5vgFZ0kJEJlppoSmGYx1pDaNkVHZZuMLUgq5DTa3Sfafbq+9WNRvLQK3m3AnIBQQcmdaqVyaPFZh3Y8tOKdhUOZh9iaZHJmUBHo/dPddeOOtwOeMCcqHYKEvFYhojh0uGoWijp7YaKRLQEopjJNeymigmvaWaaeSmlWVhA4+NOEXEab3n4VtfFiHq2OVxUKIJMZ11yCJ1Gpib6ryJeOJtXg566+WDRvVMokps6Oyt0zJJJ5B5kJkMNNoFtvrRkiq4iScZ2yrZpsnVEkOls6yIK61eIoAJp3BidmlX8baZGZBaNK7pr1hgovMnV/wm4u/mETn06A/ENyDwTH4CZ546YIK76cOY8ppxEUdSrGnAhCg8cQRbyxEEzQEcDEMM9BAQAgAOw==)
4. ![](data:image/gif;base64,R0lGODlhYABYAMQAAP///wAAAJiYmLq6uszMzL+/v+7u7mVlZd/f34iIiHZ2djIyMtzc3ERERKqqqmZmZhAQEFRUVCIiIgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAABgAFgAAAX+IBCMJGCeaKqubOu+MCqRIyEKQz7EfO//K4JuELAVgcikMnY8Lp9QZdOWGiQEih3SitX+uNntNayapgiL04IBRKvZPrdp/ZMD6CkzquE4JR5AfH6APoImfz+GAIh5RlQnTgADEECRkz+WlD6ZZY4oBAFwAKAGcaEnpD2goqk8q6gBpSh6JkSspz22sKIwuiavPL6juJCeuyfCMcCSxDDLyS/PzSLGJgyRDrE+14/ZsjHcJ9494Sbjs9UmAV4Ompvs7jzr4vFM8J3UKQ0CfhGB/If8FQK4SGCPff3wRarV4A2QAQ3n8IoB0aGPihIVPhKXwAEZIA46fvQR0qMXkiL+TxbLF6WlSxi0XsqcmW8hzZtQYuLcmUQnz589fAId6kIo0aONWCJdqpGpU3RKnzL1CUZlrjFWKWIV02WFTjt44qTJKNaiqrF3JtbcCEARo0J9DhE6GHfRXB5u76pLp/QSpkd+gwKuB3Nw02O/tKki1koZY8WOb33bG1XYMoqP1bawPM0F54lNCnwiBi0a6c4tpGlmoTqP6IXlAJzjEXs2jNqQb2PLvTbPPUy/gwaXN5yyTYQB/yUcuPwgwQQGV9rEmPZhxOoXr4cNpl2tz5IjUZpEAj4rjPJe+Uo9anT9z/bud8KPf3M+/ZlHDiC4f1R/VP482QdgSwIOmJN6BuL+p15VSTC4xQJsXdXVYaigtZ0rFq7WAgMJgBKhMhlSaEJegdT11l9IkJiUTZygWAth8nxYGDKExbRMY5HBMplgbTy2Y0yfXZQZEjZhdgtoNggwWWuLiVIaEzK6wOQJSkaF244vXElklBvu9iNf85gD4wthyjbmjJUU19sez0WHV5s9cdkCcgWJKEl31pkF3BZ4rhgheuSlBIQBCkQQwAIKyLkCoH4mGCCCjrpUYKRb/keppJBe+sSkmvJYZKebZgpqpZ+OGqelpp5apIMPbdXqhA9ByMJXIdZR61l6gtNhqTqpCNcgiZioF4/p/dfiJoYhS+OpxS50I2+mSdakjpVyNrtRkLkMGYy2Loo4ZY61oMbaaRoWJWNMWpLjpbrdQAvlrGCqCZO8RdGLpp10QqdccszxW8m5fFF3IUV95lLwntaqwOgPC/fQcAyEGopohJym2kLFFiec8RIYbwxVAAIQILKiHo8sRBM0BOAxDDPQQEAIADs=)
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Correct Answer:

1. In a 2-layer neural network with 5 neurons in each layer, the shape of the gradient ![](data:image/gif;base64,R0lGODlhVQAXALMAAP///wAAANzc3HZ2dqqqqlRUVO7u7oiIiMzMzGZmZpiYmLq6ujIyMkRERBAQECIiIiH5BAEAAAAALAAAAABVABcAAAT+EMhJq704632SAAbRSAqznWh6Eoh2TARhSq80qHieLbdLCTNADYBIUALIpDL50TmDmSEAOJEOFpNBYBDregtO50CKkVJpFEPQEABfDq1wzoEyB8kFQjbQrBjlOAojJ3ZVFQRuIG0WCnGAKQVkZT8Phj8BFAl8FYmPKA5YEwEODQkNSAZCEzwOCh+SAY5sfyShniiboqkADwEKaJMVD78Tmn2dOQO/BgNxiBgCAbsggwWLwG8WDGYBfwS2OjULCbaSEgiYaQAKAZVVHoxQEg09E9apyCUBDQgG1g49CjhwM+SKJQvoECL5QKCPCnoVoiWIYWFBtwm9dvk7aBBbRGmYwgLoAdDAYYptFqwhm+CAjgQHAWocKJeF5gU2Dq39QTdNxTAL0UZa0KKHwIF28ygUtHkB1CokDQowQOIk1gVHQPcBAGMNAYJ6qgAsoBfH3DyzcqI9iQXGYgJ4ByugfXYLxqAc7JwCaHnXo1INLutuFZpj1B7CYolRIKD4gjLBBtw5STBEQGBPfR91FFx3AVocRTiLZuEJbAQAOw==) (local weight gradient of dense layer 1) is
2. 5 x 6 x 5
3. 6 x 5 x 5
4. 5 x 5 x 6
5. 6 x 6 x 5

Correct Answer: